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• Comfort of HMDs strongly depends on two issues:
• good and fast tracking of head position
• low latency, i.e. very fast updates of display after head motions
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remember: HMD Head Tracking
• Display is moving with head

→ head tracking necessary to adapt view
• We need

• head orientation to adapt view direction
• most important for immersion

• head position to adapt view position
• less important for sitting user, user can only move little
• important for motion parallax as depth cue

• Tracking not only for head, but also for controllers etc.

• Must be fast!
• means: low latency
• latency one major reason for motion sickness
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Absolute Position Sensors
• GPS

• delivers world position
• low precision (10m), doesn’t work indoors
• power consuming
• not working for our purpose

• Magnetoscope = Compass
• delivers 3D-vector of magnetic field strength
• gives us some information about orientation of sensor
• but not all: rotation around field lines cannot be measured
• absolute direction unreliable, in particular indoors
• best works relative
• power consuming
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Relative Position Sensors
• Accelerometer:

• measures acceleration (not velocity!)

• Gyroscope:
• measures speed of rotation

• more on these later on
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Sensors

• for an HMD, we need to know position and orientation!
• absolute sensors are usually too imprecise, relative sensors suffer 

from drift
• often in combination with extra, HMD-tailored sensors
• we first look at the position
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Special Sensors: Optical Tracking
• Oculus rift: optical tracking

• infrared LEDs
• followed by infrared camera
• position can be reconstructed

efficiently
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Special Sensors: Optical Tracking
• HTC lighthouse technology

• two or more lighthouse stations
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Special Sensors: Optical Tracking
• Emitting a moving horizontal laser shield (1 cycle top-down)

9Computer Graphics 2020/21 - HMD Tracking and Latency



Special Sensors: Optical Tracking
• Emitting a moving vertical laser shield (1 cycle top-down)
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Special Sensors: Optical Tracking
• one horizontal cycle
• flash
• one vertical cycle
• flash
• repeat
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gizmodo.com



Special Sensors: Optical Tracking
• The head set has a receiver

measuring the time from
big flash to small flash
→ after two cylces:
position on a line known

• With two light houses:
intersection of lines
gives position

Computer Graphics 2020/21 - HMD Tracking and Latency 12



Special Sensors: Optical Tracking
• One cycle is 1/60th of a second
• two cycles are needed to get position

→ 30 positions per second
→ too slow, too high latency

• Again: combine with faster, but noisy inertial sensors
→ see later
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Relative Sensors: “IMU”s
• IMUs: inertial measurement units

• accelerometer → position
• gyroscope → rotation

• good such sensors needed…
• accelerometer and gyroscope: 1000 Hz
• magnetometer: 220 Hz
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Accelerometer
• Measures 3d-acceleration

• change of velocity
• plus gravity
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Accelerometer
• Accelerator chip
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Electrode (1) moves when sensor
is accelerated. Distance to electrodes
(4) and (5) changes, so does capacity
between electrodes, which can be
measured.



Accelerometer
• 3 accelerometers give us 3D-acceleration (𝑎𝑎𝑥𝑥 ,𝑎𝑎𝑦𝑦 ,𝑎𝑎𝑧𝑧)
• position at time 𝑡𝑡 is 𝑥𝑥(𝑡𝑡)

• velocity 𝑣𝑣 𝑡𝑡 = 𝑑𝑑𝑑𝑑 𝑡𝑡
𝑑𝑑𝑑𝑑

= 𝑥̇𝑥 𝑡𝑡

• acceleration 𝑎𝑎 𝑡𝑡 = ̈𝑥𝑥(𝑡𝑡) − 𝑔𝑔 (minus gravity!)
• velocity 𝑣𝑣 𝑡𝑡 = 𝑣𝑣0 + ∫𝑎𝑎 𝑡𝑡 𝑑𝑑𝑑𝑑
• position 𝑥𝑥 𝑡𝑡 = 𝑥𝑥0 + ∫ 𝑣𝑣0 + ∫ 𝑎𝑎 𝑡𝑡 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑
• we get position by double integration of acceleration!

• direction of gravity needed → orientation needed
• simple approach: average acceleration over longer time period (one second 

or more) → works, but is slow
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Accelerometer
• Euler integration

• we need some start position 𝑥𝑥0 and start velocity 𝑣𝑣0
• measure acceleration 𝑎⃗𝑎 ∈ 𝑅𝑅3 at times 𝑡𝑡𝑖𝑖 = 𝑡𝑡0 + 𝑖𝑖𝑖𝑖𝑖
• measurement 𝑎𝑎𝑖𝑖 = 𝑎⃗𝑎 𝑡𝑡𝑖𝑖 − 𝑔⃗𝑔
• compute𝑣𝑣𝑖𝑖+1 = 𝑣𝑣𝑖𝑖 + 𝑎𝑎𝑖𝑖 Δ𝑡𝑡
• compute 𝑥𝑥𝑖𝑖+1 = 𝑥𝑥𝑖𝑖 + 𝑣𝑣𝑖𝑖 Δ𝑡𝑡
• errors accumulate

• Drift
• even if sensor is in rest, some small 𝑎𝑎𝑖𝑖 ≠ 0 is measured
• and even if for resting sensor 𝑎𝑎𝑖𝑖 = 0 is measured, usually velocity does not 

fall back to 0
• also resting sensor has some velocity → it drifts away
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Orientation Sensors: Gyroscope
• Gyroscope = „Kreiselkompass“
• a mass is rotating quickly

around an axis
• the axis can rotate freely
• when the device is rotated,

the axis will remained fixed
in world space

• current position of axis can
be measured and tells us
orientation of device

• used in airplanes as a better compass
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Gyroscope
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Gyroscope
• CD player in space
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http://www.youtube.com/watch?v=gdAmEEAiJWo

http://www.youtube.com/watch?v=gdAmEEAiJWo
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Gyroscope
• Gyroscope in Mobile Devices is a microelectromechanical system 

(MEMS)
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Gyroscope
• one gyroscope is not enough to measure complete orientation
• usually three gyroscopes measure angular velocity around the 

three axes in rad/s

• → three angular velocities 𝜔𝜔𝑥𝑥 ,𝜔𝜔𝑦𝑦,𝜔𝜔𝑧𝑧

• what we probably want is a description of orientation in space
→ again, integration is need, but this time only one…
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Sensor Fusion
• Absolute position (and maybe direction) tracking,

e.g. from light house
• slow (30 Hz for four sweeps)
• precision limited (centimeters)

• Absolute orientation (downwards) from accelerometer
• by averaging acceleration over longer time → slow, imprecise

• Absolute orientation (around gravity) from compass
• noisy, overlaid by many indoor magnet field sources
• can be calibrated with some effort

• Relative position from accelerometer: fast
• Relative orientation from gyroscope: fast

Computer Graphics 2020/21 - HMD Tracking and Latency 24



Sensor Fusion
• Complimentary filter

• combination of fast sensor, possibly with drift, and slow sensor:
• fast, relative sensor (accelerometer, gyroscope):

high-frequency information reliable, low-frequency not (e.g. due to drift)
• slower, absolute sensor (light house, compass)

high-frequency information unreliable (sensor noise), but low-frequency is (no drift)
• apply low-pass filter to slower sensor

• simply average over last measurements
• store delta = difference to current position estimate

• apply high-pass filter to fast sensor (e.g. accelerometer)
• high-pass = signal – low-pass
• also generate position delta

• maybe also apply motion prediction
• delivers another delta

• weight these deltas, usually large weight for fast sensors, low weight for slow 
ones, add to current position → sensor fusion
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Sensor Fusion
• Generalization of Complimentary filter:

Kalman Filter
• Variant used in UAVs: Mahony Filter

• → Robust position and orientation possible
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Latency
• Latency problem

• when a user moves the head, some time is required until the image adapts 
to this motion → latency

• latency of less than 1ms is known to generate no problems
• larger latency can result in heavy discomfort

• Sources of latency:
• head tracking: possible with >100Hz, i.e. < 10ms
• rendering: nice scenes with about 100Hz, i.e. < 10ms
• → latency = 20ms ????

• see also Alex Vlachos’ talk at GDC2015
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https://www.youtube.com/watch?v=JO7G38_pxU4


Latency
• Timeline

• frame rate: here 60Hz → frame time ~16ms
• VSYNC:

• new frame is sent to screen
• typically SwapBuffers() waits for VSYNC, CPU is idle in this time

• in this scenario, latency would be 16ms, which is just okay
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render render

0ms 16ms 32ms

VSYNC VSYNC VSYNC



Latency
• but: things are more complex

• wastes GPU and CPU resources
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render

CPU

GPU

GPU callssimulate

render

GPU callssimulateread
sensors

read
sensors

while(running)
// simulate object movement, animations, etc.

simulate(); 

// render scene
dispatchRenderCalls();

swapBuffers();

zzzzz

zzzzz

zzzzz

zzzzz

zzzzz



Latency
• use multiple threads for simulation and rendering

• proper handling of swapBuffers()
• swapBuffers waits for VSYNC, GPU is idle
• while waiting, next frame can be simulated
• ideally, use parallel threads for rendering and simulation
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CPU

GPU

GPU calls
simulate

render

read
sensors GPU calls

simulate

render

read
sensors



Latency
• Latency from display
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CPU

GPU

Display Photons

latency “motion to photons”

GPU calls
simulate

render

read
sensors



Display Latency
• usual displays

• new frames are visible for one frame, updated from top to bottom
• latency varies from top to bottom, max. 1 additional frame
• plus: additional latency by TV possible – “display lag”

(for image processing, resolution change etc.)
• can be several frames!
• www.displaylag.com: 9ms up to 100ms!
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http://www.displaylag.com/


Display Latency
• Alternative: “Global Displays” = “Low Persistence Displays”

• LCD Display:
• an LCD panel contains the pixels, the transparency and color of each pixel 

can be adjusted
• light comes from a light source behind, usually an LED grid
• the LCD pixel transparencies are updated row-wise

• Global Display:
• LCD display, but while LCDs are updated, backlight is off
• Afterwards, backlight is turned on for a short time only (e.g. 2ms)
• → global update, no tearing, but less light…
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Display Latency
• Low persistence displays also solve motion blur problems resulting 

from eye movement
• when a static image is visible for a long time (the entire frame time), eye 

movements result in a blurred image
• blurry images are perceived
• low persistence displays are darker, but perceived sharper

• see this nice demo

• Desirable for HMDs, but display latency becomes an entire frame
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http://www.testufo.com/#pattern=checkerboard&test=eyetracking


Motion Prediction
• Another possible solution: Motion prediction
• Predict position and orientation of user’s head at the moment the 

image gets displayed
• zero-th order: head doesn’t move (= no prediction)
• first order: assume that velocity (in position and in orientation) remains 

constant
→ approximate velocities over last steps
→ estimate “time to photon” Δ𝑇𝑇
→ increment by velocity times Δ𝑇𝑇

• second order: assume that acceleration remains constant
→ approximate velocities and acceleration
→ update velocities
→ update position and orientation
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Motion Prediction
• Illustration of error
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LaValle et. al.: “Head Tracking for the Oculus Rift”, 2014



Motion Prediction
• measured errors
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LaValle et. al.: “Head Tracking for the Oculus Rift”, 2014



Latency
• What else can we do?

• start rendering lately

• Requires good prediction of rendering time
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render

CPU

GPU

read
sensors GPU callsGPU calls read

sensors

render

latency reduction



Latency
• late warp

• shortly before VSYNC, re-read sensor data
→new view point and direction

• warp rendered image to new view parameters
• display this warped image
• latency reduces to time for warp (plus latency from display)
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GPU

read
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Image Warping
• how to do the warp?

• when the user moved to the right, we can simply shift the 
rendering accordingly ?

• we need to render a larger image
(we need this for lens undistortion anyhow)

• but: moving the head and shifting the image are not the same!
→ nearby objects move faster than distant ones (motion parallax!)
→ objects can get (dis-)occluded
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Image Warping
• Forward warping algorithm:

• Problem:
• holes
• disocclusions
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Mark, McMillan, Bishop: “Post-Rendering 3D 
Warping”, I3D 1997

foreach pixel p in original image
x = 3D position of p
p’ = project x to new image
set p’ in new image to color of p

http://www.cs.unc.edu/%7Eibr/pubs/mark-i3d/i3dpaper-web.pdf


Image Warping
• Holes and disocclusions only when head moves
• head rotations are simpler:

• any eye ray from the warped image also appears in the original image (if a 
sufficient boundary is used)

• this is independent of depth
• so, applying a later rotation is a simple image distortion
• can be combined with lens undistortion
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3D Warping
• Practical simplification:

only adapt view direction by warping

• can be well justified in gaming scenario:
user sits, so translational movement is minor
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render

CPU

GPU

read
sensorsGPU calls

warp render

read
sensorsGPU calls

warp

read
sensors

read
sensors

only consider head orientation
→ warp is simple
→ combine with lens undistortion



3D Warping
• time warp nicely explained in this video
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https://www.youtube.com/watch?v=WvtEXMlQQtI


Summary
• Tracking

• quickly moving field, many new solutions available
• fast solutions available

• Latency
• should be as low as possible (< 10ms)
• much more than “render fast”
• new things will appear in the next years
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Next Lectures
• Ray Tracing
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